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Chair Schakowsky, Ranking Member McMorris Rodgers, and Members of the Committee, thank you for the opportunity to discuss protecting consumer privacy in the era of Big Data. It is an honor. I am heartened by your bipartisanship on this important issue.

My testimony is informed by working in this field for more than a decade, including at a European university. My academic research explores online privacy as a comprehensive framework incorporating institutions, business practices, the type of technologies, and, most important, the level of the user’s knowledge. As a mother of three Danish-American children, I also have a personal interest in whether the European rules work.

My goal is for Congress to learn about the results of the General Data Protection Regulation (GDPR), avoid its mistakes, and ultimately leapfrog Europe with a better framework. In this testimony, I will discuss privacy-enhancing technology and competition, data security, the importance of a strong federal standard, and the role of consumer education.

How Privacy-Enhancing Technologies Can Promote Competition

Many Americans are persuaded by lofty descriptions of the GDPR—contrasting the legislation with what they see as a morally inferior laissez faire approach at home—both because they confuse data privacy and protection and because they are not familiar with America’s own substantive protections. Journalists and commentators glibly refer to the US as the “Wild West,” as if there are no laws or regulation on data privacy and protection. In fact, there are literally hundreds of laws relating to privacy and data protection in the US—including common law torts, criminal laws, evidentiary privileges, federal statues, and state laws. The EU’s laws are relatively new, officially dating from this century, and they still lack the runway of judicial scrutiny and case law that characterizes US law.

A popular misconception about the GDPR is that it protects privacy; it does not. In fact, the word “privacy” does not even appear in the final text of the GDPR, except in a footnote. Rather, the GDPR is about data protection or, more correctly, data governance. Data privacy is about the use of data by people who are allowed to have it. Data protection, on the other hand, refers to technical systems that keep data out of the hands of people who should not have it. By its very name, the GDPR regulates the processing of personal data, not privacy.

The American notion of privacy is predicated largely on freedom from government intrusion and as a counterweight to the growth of the administrative state. The Bill of Rights’ Third, Fourth, and Fifth Amendments responded to the egregious British abuses of personal privacy, including the quartering of soldiers in private homes, the search and seizure of colonists’ property, and forcing colonists to divulge information. Some of the first laws in the new republic were enacted
to protect privacy in mail. These were followed by laws constraining the government’s use of the census\(^7\) and its ability to compel information in court.\(^8\) The 1966 Freedom of Information Act ensured that people could access records held by the government. Given this history of pushing back against government intrusion, it is reasonable to be skeptical that increasing government power is now the key to privacy in the US.

To analyze a policy like the GDPR, we must set aside the political pronouncements and evaluate its real-world effects. Since the implementation of the GDPR, Google, Facebook, and Amazon have increased their market share in the EU.\(^9\) In spite of some years of notice about the GDPR’s coming implementation, only 20 percent of EU companies, primarily the large firms, are digitized.\(^10\) There is little to no data that shows that small to medium sized companies are growing in the EU as a result of the regulation.\(^11\) The European Commission’s Digital Scoreboard reports shows a consistent lag in the SME segment, particularly to modernize their websites and market outside their own EU countries.\(^12\) One study suggests that small- and medium-sized ad tech competitors have lost up to one-third of their market position since the GDPR took effect.\(^13\) The GDPR does not bode well for cutting-edge firms, as scientists describe it as fundamentally incompatible with artificial intelligence and big data.\(^14\) This is indeed a perverse outcome for a regulation that promised to level the playing field.

But for those who study the empirical outcomes of regulation, it is not a surprise. As Nobel Prize Economist George Stigler observed more than 40 years ago, “Regulation is acquired by industry and operated for its benefit.”\(^15\) The GDPR is a barrier to market entry that punishes small firms, rewards large ones, and creates a cozy relationship between regulators and the firms they regulate.

To do business in the EU today, the average firm of 500 employees must spend about $3 million to comply with the GDPR.\(^16\) Thousands of US firms have decided it is not worthwhile and have exited.\(^17\) No longer visible in the EU are the Chicago Tribune and the hundreds of outlets from Tribune Publishing.\(^18\) This is concerning because the EU is the destination of about two-thirds of America’s exports of digital media, goods, and services.\(^19\) Indeed, the GDPR can be examined as a trade barrier to keep small American firms out so that small European firms can get a foothold.\(^20\)

Of course, $3 million, or even $300 million, is nothing for Google, Facebook, and Amazon (The Fortune 500 firms have reportedly earmarked $8 billion for GDPR upgrades.\(^21\)), but it would bankrupt many online enterprises in the US. Indeed, less than half of eligible firms are fully compliant with the GDPR; one-fifth say that full compliance is impossible.\(^22\) The direct welfare loss is estimated be about €260 per European citizen.\(^23\) If a similar regulation were enacted in
the US, total GDPR compliance costs for US firms alone could reach $150 billion, twice what the US spends on broadband network investment and one-third of annual e-commerce revenue in the US.25

The GDPR has affected not just American media outlets, but also their advertisers. Given the scope of Google’s advertising platform and its affiliates on syndicated networks, its compliance with the GDPR has caused ripple effects in ancillary markets. Independent ad exchanges noted prices plummeting 20 to 40 percent.26 Some advertisers report being shut out from exchanges.27 The GDPR’s complex and arcane designations for “controllers” and “processors” can ensnare third-party chipmakers, component suppliers, and software vendors that have never interfaced with end users, as European courts have ruled that any part of the internet ecosystem can be liable for data breaches.28

Many American retailers, game companies, and service providers no longer operate in the EU. The Williams-Sonoma and Pottery Barn websites are dark.29 The San Francisco–based Klout, an innovative online service that used social media analytics to rate its users according to online social influence, closed down completely.30 Drawbridge, an identity-management company from San Mateo, California, exited the EU and sold off its ad-tracking business because of the GDPR.31 Verve, a leading mobile marketing platform with offices in six US cities, closed its European operation in advance of the GDPR, affecting 15 EU employees.32

Valve, an award-winning video game company in Bellevue, Washington, shut down an entire game community rather than invest in GDPR compliance.33 Uber Entertainment, also based in Washington, similarly shut down one of its most popular games entirely after a six-year run because upgrading the platform to GDPR compliance was too expensive.34 California-based Gravity Interactive no longer offers games in the EU and refunded its European customers.35

The Las Vegas–based Brent Ozar Unlimited, which offers a range of information technology and software support services, stopped serving the EU.36 San Francisco’s Payver, the dashboard camera app that pays drivers to collect road information on potholes, fallen road signs, and other inputs to build maps to improve the safety of self-driving cars, no longer supports the EU.37 Legal news website Above the Law describes the EU closures of Ragnarok Online, Unroll.me, SMNC, Tunngle, and Steel Root, noting that the GDPR is splintering the internet and that GDPR policymakers refused to listen to concerns from startups before the launch and now refuse to fix its problems.38 Even the Association of National Advertisers website is not available in the EU.39

The regulation has hurt European venture capital. An important study published by the National Bureau of Economic Research and coauthored by the Federal Trade Commission’s (FTC) former chief economist notes a $3.38 million decrease in total dollars raised per country per week from
July 2017 to September 2018, a 17.6 percent reduction in weekly venture deals, and a 39.6 percent decrease in the amount raised per deal. The numbers are associated with between 3,000 and 30,000 job losses.\(^4^0\)

The GDPR might be justified if it created greater trust in the digital ecosystem, but there is no such evidence. After a decade of GDPR-type regulations—in which users endure intrusive pop-ups and disclosures on every digital property they visit\(^4^1\)—Europeans report no greater sense of trust online.\(^4^2\) More than half of survey respondents in the United Kingdom say that they feel no better off since the GDPR took effect and that it as not helped them understand how their data is used.\(^4^3\) As of 2017, only 30 percent of Europeans shop outside their own country (a paltry increase of 10 percent in a decade), demonstrating that the European Commission’s Digital Single Market goals are still elusive.\(^4^4\)

The other misconception of the GDPR is that its grab bag of 45 enterprise regulations magically delivers consumer protection, but these have not been tested scientifically. Regulation ensures compliance to an explicit mandated standard, not consumer protection, something that by definition varies from person to person. As such, I am similarly skeptical of the California Consumer Privacy Act (CCPA), which has even more enterprise requirements—77.

Indeed, if EU and California provisions were so laudable, why are we not demanding that American government institutions also uphold these standards? Such rules would likely cripple, both logistically and financially, the hundreds of personal data-collection agencies of the federal government and thousands in state and local government. With the mantra of “if in doubt, opt out,” about half a million Australians rejected that country’s national electronic health record, causing the federal computer system to crash in July 2018 and casting doubt on the underlying economics of the model.\(^4^5\)

What then can policymakers do to ensure that policies promote competition? For one, they can ensure that the privacy framework does not unduly burden small and medium sized firms. Policies should focus on proven, legitimate practices that can prevent harm, not require compliance for a laundry list of “designer” provisions.

If anything, the policy should promote firms to use data. Indeed, the trouble with today’s economy is not that there is too much use of data, but too little. A lack of “information intensity” is holding back the so-called other 70 percent of American economy, sectors such as transportation and health care, the latter of which consumes almost one-fifth of gross domestic product.\(^4^6\) Outside of certain applications, the traditional healthcare industry is woefully inefficient; digital industries are 8 times more productive and innovative. If the US does not innovate these other sectors, other nations will beat us to it. China is already on track with an “Internet Plus” policy
which supports the digitization of industries, including healthcare and government.47

Ideally we need a technologically neutral national framework with a consistent application across enterprises. It should support consumers’ expectations to have same protections on all online entities.48 The law should make distinctions between personally identifiable information which deserves protection, but not require same high standard for public data, de-identified, and anonymized data which do not carry the same risks. Unlike the GDPR, the US policy should not make it more expensive to do business, reduce consumer freedom, or inhibit innovation.

Some of America’s greatest resources are intellectual capital and creative ingenuity. We should build on our technology prowess to create world-class, scientifically superior privacy design. There are hundreds of privacy-enhancing technologies.49 No one technology is best for all companies, and in practice, companies use a mix of technologies. Congress should incentivize the development of such technologies through grants and competitions and provide safe harbors for their research, development, and practice.

Congress should also be wary of mandates that all companies use the same technology, it removes the means for companies to compete and their incentive to innovate a better technology. Moreover, a monoculture of mandated technology is an attack surface for cyber criminals.

I commend the work by the National Institute of Standards and Technology to inform this effort.50 Moreover, the FTC’s budget and authority should be expanded to accommodate the needed economists, technologists, and other professionals to enforce privacy protections. Presently, the FTC has a mere 80 economists and 800 attorneys. The consumer-protection function of the FTC should be strengthened by aggregating the consumer protection resources now frittered across a series of federal agencies and consolidating them under one roof at the FTC.51

The Role of Data Security

I have noted the security fallout from the GDPR,52 but there are even more fundamental security problems. In their rush to declare moral superiority over the US, European policymakers disregarded the existential threats to privacy by network hardware manufacturers Huawei, ZTE, and Lenovo.53 European authorities, wanting to get networks cheaply, blessed the construction of communications networks with equipment from dubious Chinese vendors. Data-protection standards mean little if affiliates of the Chinese government and military can access our data in the cloud, through backdoors, by hacking, or through other illicit means.

Fortunately, the US does not have this problem to the same extent. The US recognized the risk at the outset, understood that security is worth paying for, and limited its exposure to these firms. I applaud Congress for its leadership with H.R. 4747,54 and I hope it stays the course. I
also support the role of cyber insurance to help firms assess and address security risks.55

**How Common Standards Ensure Equal Privacy Protections for All Americans**

The GDPR was created to bring a single standard of data protection to the EU. If each US state makes its own rules, we will become the Balkanized Europe, which the GDPR sought to remedy. The idea of a single national market is central to America’s founding and was espoused by James Madison and Alexander Hamilton.56 This framework was essential for our country to launch and commercialize the internet economy, and today the US accounts for one-third of the world’s internet economy.57 In the process of adjudication of privacy violations, it is not fair that residents of some states get payouts while others do not. America’s internet companies are national, if not global, so enforcement must proceed federally from the FTC to ensure fairness. Importantly, Congress should adopt safeguards against rent-seeking by self-interested actors to abuse consumer protection laws to enrich themselves through litigation.

**The Role of Consumer Education and Meaningful Transparency**

My final point is the most important: There is no consumer protection without consumer education. After a decade of increasing data-protection regulation in the EU, Europeans do not report greater trust online. This is because the EU substitutes the *bureaucratization of data protection* for the *natural right of privacy*. Increasing the number of agencies and bureaucrats who govern our data does not increase our privacy.

Moreover, making a disclosure more explicit does not give us more privacy. Our policy should support the ability for people to acquire digital competence so that they can make informed decisions about the online products and services they use. People are empowered through education, not bureaucratization.58

While we may experience a general creepiness about growing technology, it is not inherently harmful to collect and process data from individuals and give them incentives to share. Indeed, it does not appear that policymakers have identified, let alone quantified, the harm that proposed legislation would mitigate. Moreover, there are significant costs associated with regulation, and benefits do not flow equally to consumers. While some may appreciate the regulator’s heavy hand, many will find it intrusive.59 The FTC’s unfairness test with its precepts of informational injury as it applies to deception (which subverts consumer choice), financial, health/safety, unwarranted intrusion, and reputation could be a helpful tool in this regard.

Upon introduction, new technologies such as the camera, transistors, and RFID chips creeped
people out, but these technologies have tremendously benefited our society. This privacy panic cycle of trust, panic, deflation, and acceptance is well-documented for more than a century.\(^6^0\) When asked which has most improved life in the past 50 years, Americans note technology more than four times as often as medicine, civil rights, or the economy.\(^6^1\)

Regulatory advocates may be noble and well-intentioned in their desire to protect consumers, but regulation is never neutral. It is subject to biased human decision-making and interpretation. Nor is regulation necessarily quick or effective. GDPR policymakers claim that it will be at least two years to conclude a major enforcement.\(^6^2\) Moreover, California, which before its CCPA already had more privacy laws than any state, does not report that its residents felt more safe, private, or secure.

I applaud President Barack Obama’s leadership on his 2012 Online Bill of Rights for Consumers (and, indeed, the provisions are not controversial today).\(^6^3\) Hundreds of privacy enforcements have been made over the years, however, it appears that certain consent decrees against major Silicon Valley companies were not enforced during his administration. Americans should not have to rely on the whims of political administrations to protect themselves. Americans should be able to choose increasingly better privacy-enhancing technologies that are divorced from politics. Moreover, the more educated people are about the technologies they use, they less they need regulators to choose for them.

I humbly submit that Congress review the empirical research on privacy and data protection that the Europeans ignored, notably the process for innovation in privacy-enhancing technologies and the primacy of user knowledge as a component of online trust.\(^6^4\) The US does not need to copy the European Union on data protection. It can fundamentally improve on the GDPR by making a policy that actually works—promoting privacy without destroying prosperity, empowering people to make informed decisions, and ensuring innovators the freedom to invent and improve privacy-enhancing technology.

---
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