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On behalf of the Center for Democracy & Technology (CDT), thank you for the opportunity to testify about the imminent need for a foundational federal consumer privacy law. CDT is a nonpartisan, nonprofit 501(c)(3) charitable organization dedicated to advancing the rights of the individual in the digital world. CDT is committed to protecting privacy as a fundamental human and civil right and as a necessity for securing other rights such as access to justice, equal protection, and freedom of expression. CDT has offices in Washington, D.C., and Brussels, and has a diverse funding portfolio from foundation grants, corporate donations, and individual donations.¹

I have been honored to serve CDT and the public interest for the past five years as President and CEO. My viewpoints today are not only informed by the research, analysis, and advocacy of the lawyers, policy analysts and technologists at the Center for Democracy & Technology, but also by almost 30 years of professional experience, much in the privacy and data realm. While in the private practice of law, I counseled some of the internet’s earliest commercial websites; I served as a corporate privacy leader at General Electric, Amazon, and DoubleClick; and was honored to serve as the chief privacy officer for two federal government agencies - the U.S. Department of Commerce and the U.S. Department of Homeland Security. When I was appointed by President George W. Bush as the first chief privacy officer at the

¹ All donations over $1,000 are disclosed in our annual report and are available online at: https://cdt.org/financials/.
Department of Homeland Security under Secretary Tom Ridge, I was the first statutorily mandated CPO in the federal service.

In my testimony before the Senate Committee on Commerce, Science, and Transportation in October, I said that it was time to acknowledge the impacts of ubiquitous data collection and sharing, and to pass clear rules that would provide certainty to both companies and consumers. In the months since that hearing, the urgency for Congress to pass strong and comprehensive privacy protections has mounted. New investigative reporting has revealed an unbounded secondary market for Americans’ sensitive information, such as location and health data. Data brokers continue to build secretive and detailed profiles that can be used to exploit or discriminate based on race, religion, gender, age, and other protected categories. Consumers have made it clear that they want certainty, not surprises, when they entrust their personal information to a company. It’s time for Congress to deliver the privacy protections we have been waiting for.

CDT’s vision for our digital future is one in which technology supports human rights and human dignity. This future cannot be realized if people are forced to choose between protecting their personal information and using the technologies and services that enhance our lives. This future depends on clear and meaningful rules governing data processing; rules that do not simply provide people with notices and check boxes but actually protect them from privacy and security abuses and data-driven discrimination; protections that cannot be signed away.

We understand that drafting comprehensive privacy legislation is a complex endeavor. Over the past year we have worked with partners in civil society, academia, and various industry sectors to produce draft legislation that is both meaningful and workable. This testimony will discuss the components of our draft and why they should be incorporated into a federal privacy law.

3 See Jennifer Valentino DeVries et al., Your apps know where you were last night, and they’re not keeping it a secret, N.Y. Times (Dec. 10, 2018), https://www.nytimes.com/interactive/2018/12/10/business/location-data-privacy-apps.html.
4 Derek Kravitz & Marshall Allen, Your medical devices are not keeping your health data to themselves, Pro Publica (Nov. 21, 2018), https://www.propublica.org/article/your-medical-devices-are-not-keeping-your-health-data-to-themselves.
Privacy legislation must (1) provide individual rights to access, correct, delete, and port personal information; (2) require reasonable data security and corporate responsibility; (3) prohibit unfair data practices, particularly the repurposing or secondary use of sensitive data, with carefully scoped exceptions; (4) prevent data-driven discrimination and civil rights abuses; and (5) provide robust and rigorous enforcement, including additional personnel and original fining authority for the Federal Trade Commission (FTC). The future of this country’s technology leadership depends on this Congress passing clear, comprehensive rules of the road that facilitate trust between consumers and the organizations that collect and use their data.

**The Need for Federal Legislation**

The U.S. privacy regime today does not efficiently or seamlessly protect and secure Americans’ personal information. Instead of one comprehensive set of rules to protect data throughout the digital ecosystem, we have a patchwork of sectoral laws with varying protections depending on the type of data or the entity that processes the information. While this approach may have made sense decades ago, it now leaves a significant amount of our personal information - including some highly sensitive or intimate data and data inferences - unprotected.

Our current legal structure on personal data simply does not reflect the reality that the internet and connected services and devices have been seamlessly integrated into every facet of our society. Our schools, workplaces, homes, automobiles, and personal devices regularly create and collect, and, increasingly, infer, intimate information about us. Everywhere we go, in the real world or online, we leave a trail of digital breadcrumbs that reveal who we know, what we believe, and how we behave. Overwhelmingly, this data falls in the gaps between regulated sectors.

The lack of an overarching privacy law has resulted in the regular collection and use of data in ways that are unavoidable, have surprised users, and resulted in real-world harm. A constant stream of discoveries shows how this data can be repurposed for wholly unrelated uses or used in discriminatory ways:

- A New York Times investigation found that many of the apps that collect location information for localized news, weather, and other location services repurpose or share that information with third parties for advertising and other purposes. The investigation also suggested that users believe they are sharing location data for a specific location-based service, not giving free rein for any use sharing.  

---

6 DeVries, *supra* note 3.
A Congressional investigation found that location data sold to third parties by internet service providers (ISPs) was used by prison officials to track innocent Americans. A Motherboard investigation found that bounty hunters could also access detailed location data sold by ISPs.

General Motors bragged in September that the company had secretly gathered data on driver’s radio-listening habits and where they were when listening "just because [they] could." This data was exfiltrated from cars using built-in WiFi, which consumers can only use if they agree to GM’s terms of service.

Madison Square Garden deployed facial recognition technology purportedly for security purposes, while vendors and team representatives said the system was most useful for customer engagement and marketing.

Application developer Alphonso created over 200 games, including ones targeted at children, that turn on a phone’s microphone solely for marketing purposes.

Facebook permitted housing advertisements to be obscured from parents, disabled people, and other groups protected by civil rights laws.

While the Federal Trade Commission’s ability to police unfair and deceptive practices provide a backstop, large gaps in policies around access, security, and privacy exist, which confuse both individual consumers and businesses. Because the FTC is prohibited from using traditional rulemaking processes, the agency has developed a “common law” of privacy and security through its enforcement actions. Creating proactive privacy rights through an episodic approach will not be able to keep up with advances in technology and the explosion of device and app manufacturers.

Moving Beyond Notice and Consent

---

9 Cory Doctorow, Every minute for three months, GM secretly gathered data on 90,000 drivers’ radio-listening habits and locations, BoingBoing (Oct. 23, 2018), https://boingboing.net/2018/10/23/dont-touch-that-dial.html.
10 Kevin Draper, Madison Square Garden Has Used Face-Scanning Technology on Customers, NYT, Mar. 13, 2018.
Existing privacy regimes rely too heavily on the concept of notice and consent, placing an untenable burden on consumers and failing to rein in harmful data practices.\textsuperscript{14} These frameworks simply require companies to provide notice of their data practices and get some kind of consent—whether implied or express—or provide users with an array of options and settings. This model encourages companies to write permissive privacy policies and entice users to agree to data collection and use by checking (or not unchecking) a box.

This status quo burdens individuals with navigating every notice, data policy, and setting, trying to make informed choices that align with their personal privacy interests. The sheer number of privacy policies, notices, and settings or opt-outs one would have to navigate is far beyond individuals’ cognitive and temporal limitations. It is one thing to ask an individual to manage the privacy settings on their mobile phone; it is another to tell them they must do the same management for each application, social network, and connected device they use. Dozens of different data brokers operate different opt-outs.\textsuperscript{15} Further, people operate under woefully incorrect assumptions about how their privacy is protected.\textsuperscript{16} Privacy self-management alone is neither scalable nor practical for the individual. Burdening individuals with more and more granular decisions, absent some reasonable boundaries, will not provide the systemic changes we need.\textsuperscript{17}

Moreover, people can be harmed by data processors with whom they have no direct relationship, making control impossible. Last year, for example, the fitness tracking app Strava displayed a heatmap of users’ runs that revealed the locations and outlines of military and covert activity that could be used to identify interesting individuals, and track them to other sensitive or secretive locations.\textsuperscript{18} The harms stemming from this type of disclosure can reach people who never used the app and thus never had the option to consent to Strava’s data policies.


\textsuperscript{15} Grauer, \textit{supra} note 5.


Even if an individual wants to make informed decisions about the collection, use, and sharing of their data, user interfaces can be designed to tip the scales in favor of disclosing more personal information. For example, the FTC reached a settlement with PayPal in February after its Venmo service misled users about the extent to which they could control the privacy of their financial transactions.¹⁹ Users’ transactions could be displayed on Venmo’s public feed even if users set their default audience to private. In the case of the Cambridge Analytica disclosure, users purportedly consented to disclosing information by filling out a quiz, but had no way of foreseeing how that information would be used.²⁰

Another weakness of notice-and-choice models is their inability to address discriminatory uses of data. Commercial data can be used in ways that systematically discriminate based on minority or protected classes such as race, age, gender, sexual orientation, disability, or economic status. Data-driven discrimination is inherently difficult for individuals to detect and avoid, and cannot be solved with a check box.

CDT is not the only entity to critique notice and consent as the predominant privacy control in U.S. law. The National Telecommunications and Information Administration (NTIA) acknowledged the shortcomings of the notice-and-consent model. The administration’s request for comment on privacy noted that “relying on user intervention may be insufficient to manage privacy risks.”²¹ Of course, constructing a new framework is complicated and will only happen by way of statute. It is time to rebuild that trust by providing a baseline of protection for Americans’ personal information that is uniform across sectors, that follows the data as it changes hands, and that places clear limits on the collection and use of personal information.

**What Legislation Should Include**

Instead of relying primarily on privacy policies and other transparency mechanisms, Congress should pass explicit and targeted privacy protections for consumer data. As discussed below, legislation should (1) provide individual rights to access, correct, delete, and port personal information; (2) require reasonable data security and corporate responsibility; (3) prohibit unfair data practices, particularly the repurposing or secondary use of sensitive data,

---

Individual Rights in Data

A federal law must include basic rights for individuals to access, correct, delete, and port their personal data. CDT’s draft legislation would provide broad access and deletion rights, with tailored exceptions to account for technical feasibility, legitimate needs such as fraud detection and public interest research, and free expression rights. It also provides a right to dispute the accuracy and completion of information used to make critical decisions about a person, such as eligibility for credit, insurance, housing, employment, or educational opportunities. No one should be subject to life-altering decisions based on inaccurate or incomplete data. The draft also includes a right to transfer one’s data from one service to another, where technically feasible (known as “data portability”).

These rights would apply not only to information directly disclosed to a covered entity but also to information inferred by the covered entity, since inferences can often be more sensitive and opaque to users (e.g., inferring a medical condition based on someone’s non-medical purchase history). A 2013 report from the Senate Commerce Committee found that data brokers created and sold consumer profiles identifying people as “Rural and Barely Making It,” “Ethnic Second-City Strugglers,” and “Retiring on Empty: Singles.” This information can be used to target vulnerable consumers with potentially harmful offers, such as payday loans.

A federal law must also enshrine the right to know how and with whom personal data is shared. Our draft requires disclosure of the names of third parties with whom information is shared. Some models only require disclosure of the categories of entities with whom data is shared.

---

22 While we do not address transparency per se in this statement, we assume that any legislation will include such provisions and are available to discuss possibilities in detail with Congressional offices.
shared, which tells consumers and regulators very little about where the data is going and how it’s being used.

These overarching rights are relatively noncontroversial. Companies must already extend them to their EU users under the General Data Protection Regulation (GDPR), and elements of these rights are also at the core of the California Consumer Privacy Act. They have been recognized by the U.S. government and international bodies for decades, albeit in voluntary form. With appropriate, tailored exceptions, these provisions can be crafted in a way that does not unduly burden companies’ business practices or interfere with the provision of services.

Federal legislation should enshrine rights like access, deletion, and portability, but it cannot stop there. While these rights give individuals control over their data in some sense, they are not a substitute for the systemic changes we need to see in data collection and use.

**Affirmative Obligations to Protect Data**

Entities that collect, use, and share data have a responsibility to safeguard it and prevent misuse. CDT’s draft legislation would require covered entities to adopt reasonable data security practices and engage in reasonable oversight of third parties with whom they share personal information. These obligations recognize the reality that participating in modern society often means ceding control of one’s personal information. The entities we trust with our data should handle it with care.

Our draft would also require covered entities to publish detailed disclosures of their data practices in a standardized, machine readable format that can be scrutinized by regulators and advocates. This annual report would be in addition to the real time disclosures made to users at the time they sign up for a new service or activate a device, or the privacy policies that operate at any one time. Ideally, these reports will result in detailed and standardized accounts of data processing that can be used by regulators, advocates, and privacy researchers to scrutinize covered entities on behalf of consumers.

Like individual rights, data security and standardized notices should be relatively non-controversial, but they are not enough to protect privacy. Proposals that include only access/correction/deletion rights and transparency, without meaningful limits on the collection and use of data, are insufficient.

---

Users are often comfortable providing the data required to make a service work, but in providing that information, they are often asked to consent to long, vague lists of other ways in which that data may be used or shared in the future. These future uses are often couched in terms such as research, improving services, or making relevant recommendations, and the precise nature of these secondary uses are often difficult for users to foresee.

While data provided in the context of a commercial transaction can often be considered part of an ongoing business relationship, and used in the context of future transactions between the parties, there are some types of data and some processing practices that are so sensitive that they should be permitted only to provide a user the service they requested, and prohibited from entering the opaque and unaccountable market of secondary uses. CDT’s draft would prohibit the following data processing practices, with some exceptions, when the processing is not required to provide or add to the functionality of a service or feature that the user has affirmatively requested:

- The processing of biometric information to identify a person;
- The processing of precise geolocation information;
- The processing of health information;
- The use of children’s information for targeted advertising and disclosure to third parties;
- The licensing or sale to third parties of the contents of communications or the parties to a communication (such as call or email logs);
- The retention, use, or disclosure of audio and visual recordings; and
- The use of probabilistic inferences to tracking people across different devices.

These categories involve information that is particularly sensitive and types of processing or repurposing that are typically unexpected and difficult to foresee. If a user downloads a mapping service and agrees to provide precise location information, that information should only be used to provide and improve the performance of that service and not, for example, to provide data to retailers about the user’s proximity to their stores. These guardrails would provide certainty to companies while allowing them to provide valuable data-driven services, and would allow users to share sensitive data with reasonable expectations that it will be safeguarded. Technology changes quickly and it can be difficult for the law to keep pace, so we have also drafted a safety valve whereby companies can petition the FTC to create specific exceptions to these prohibitions. Our bill also includes narrowly scoped exceptions for data security and fraud prevention and emergencies.
Preventing data-driven discrimination

In its 2016 Big Data report, the Federal Trade Commission (FTC) found that “big data offers companies the opportunity to facilitate inclusion or exclusion.” Unchecked data processing and algorithmic decisionmaking can amplify discrimination based on race, gender, sexual orientation, ability, age, financial status, and other group membership. Since the FTC’s report, discriminatory data practices have continued, but little has been done to address them. CDT and 42 other organizations wrote in a letter to Congress that any federal privacy legislation must address data-driven discrimination.27 The letter states:

Civil rights protections have existed in brick-and-mortar commerce for decades. It is time to ensure they apply to the internet economy as well. Platforms and other online services should not be permitted to use consumer data to discriminate against protected classes or deny them opportunities in commerce, housing, and employment, or full participation in our democracy.28

The data economy offers new opportunities to target information and personalize experiences, but it also creates new opportunities for exclusion based on protected group membership and for exploitative targeting.

- Journalists and researchers have demonstrated how advertising platforms can be used to target housing, job, and credit ads away from protected classes (e.g., excluding categories like “mothers” or “wheelchair users” from seeing a housing ad). Targeting affects who gets to learn about and apply for an opportunity.29

28 Id.
Employers often rely on services that proactively match them with job candidates, but if those algorithms are based on past hiring preferences, they can replicate discriminatory patterns.\(^{30}\)

Predictive analytics used to target health interventions or set insurance rates may be less accurate for minority groups that have historically been excluded from research data.\(^{31}\)

Advertisers have leveraged data to target risky, undesirable, or even fraudulent opportunities based on sensitive characteristics.\(^{32}\) The data broker industry has aggregated information from disparate sources and used it to create marketing segments such as “urban scramble,” “diabetes interest,” and sexual assault survivors.\(^{33}\)

The payday loan and for-profit college industries have used sensitive segments as well as deceptive data collection interfaces to generate leads.\(^{34}\)

CDT’s draft legislation would direct the FTC to promulgate rules addressing unfair advertising practices, particularly those that result in unlawful discrimination in violation of civil rights law.

**Meaningful enforcement mechanisms**

Affirmative individual rights and data collection and use restrictions may ultimately be meaningless absent strong enforcement. While we believe that the FTC has been effective as the country’s “top privacy cop,” it is also an agency that desperately needs more resources.

---


32 See, e.g., Upturn, supra note 25.
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Funding for the agency has fallen five percent since 2010, and its resources are strained.\(^{35}\) In 2015, the FTC had only 57 full-time staff working in the Division of Privacy and Identity Protection, with additional staff working in enforcement and other areas that could touch on privacy.\(^{36}\) In addition to more FTC funding, federal legislation must include two new statutory enforcement mechanisms.

First, the FTC must be given the ability to extract meaningful fines from companies that violate individuals’ privacy. Because much of the Commission’s existing privacy enforcement falls under Section 5 of the FTC Act, it does not possess original fining authority and companies are functionally afforded one free “bite at the apple” regardless of the intent or impact of a privacy practice.\(^{37}\) At present, before a company may be fined for violating individuals’ privacy, it must first agree to and be placed under a consent decree, and then subsequently violate that agreement.

Relying solely on consent-decree enforcement is inadequate to protect user privacy. The penalties for violating a decree may be so insignificant that they do not have the intended deterrent effect. For instance, when Google agreed to pay a $22.5 million penalty for violating terms of its consent order in 2012, this was approximately five hours’ worth of Google’s revenue at the time.\(^{38}\)

Second, state attorneys general must be granted the authority to enforce the federal law on behalf of their citizens. State attorneys general have been enforcing their own state consumer privacy laws for decades, first under state unfair and deceptive practice laws and more recently under state statutes targeted at specific sectors or types of data.\(^{39}\) Employing their expertise will be necessary for a new federal privacy law to work. A law with the scope CDT are proposing will bring large numbers of previously unregulated entities into a proactive regime of new privacy and security requirements. There will simply be no way for a single agency like the FTC to absorb this magnitude of new responsibilities.


\(^{39}\) Id. Commissioner Rosch noted that a $22.5 million fine “represents a de minimis amount of Google’s profit or revenues.”

Additionally, each state has a unique combination of demographics, prevailing industries, and even privacy values, and many privacy or security failures will not affect them equally. State attorneys general must be able to defend their constituents’ interest even if the privacy or security practice does not rise to the level of a national enforcement priority. Arguably, local enforcement is best for small businesses. A state attorney general’s proximity to a small business will provide context that will help scope enforcement in a way that is reasonable.

Conclusion

The existing patchwork of privacy laws in the United States has not served Americans well, and as connected technologies become even more ubiquitous, our disjointed privacy approach will only lead to more unintended consequences and harms. We risk further ceding our leadership role on data-driven innovation if we do not act to pass comprehensive privacy legislation. Effective privacy legislation will shift the balance of power and autonomy back to individual consumers, while providing a more certain and stable regulatory landscape that can accelerate innovation in the future. The time is now to restore the digital dignity for all Americans. Congress must show its leadership and pass a comprehensive privacy law for this country.